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Use case: monitoring the storage system
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Before Kraken Storage

An administrator receives an alert

m need to analyse changelogs

m check the current status of the filesystem
m often post-mortem

m find the best course of actions and apply it

Monitoring changelogs is fastidious and
time consuming
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Emergence of agentic Al

Agentic Al are autonomous agents able to

m understand long-term goals
m develop advanced strategies
m execute complex workflows

Using Chain of Thought (CoT) technique
= simulate human-like reasoning

m accurately solve multistep problems

m attention to detail
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Architecture of Kraken Storage Agent

Specialized storage agent
m perception

= previous alerts analysis ' R
m currentstatus of the FS § : B it "

= reason f L S
= jobs priority Kraken Storage !

= eventtypes customanswer
m combineduser changelogs
m output : o - :
= putoneor morejobsinto quarantine : 2 S "
m dlertthe concernedusers : :

AT wmodel

Implementation requirements
s datachangelogs . .
= specializedreasoning or agentic LLM | new alert received
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Lustre changelogs generation

Create replayable scenarios to train and [ job creation ) [ job creation ]
test the model on synthetic data ,

m one CSV file per job l l

= job timestamps are rc!ndomized changelog csv changelog e

= merge any number of jobs together to File file

create custom scenarios \ /

merge
Parameters for a job Job

m userid, job id, number of occurences,
event pattern, start, end...
[ scenario 01 J
timestamp (randomized) static elements event type timestamp (randomized)

2025/06/24 02:00:03 [27346/1] lustre-MDTO000: 1000000011 O1CREAT 17250752003.762512011

Ox0 t=[0x1737946802:0x1:0x0] J=node0001.110000001.0001
job id user id
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What todowithaLLM?

How to use a model ?

Zero-shot [e.a.rn'ing Few-shot |enrnin3 F;“‘E-'t“”:“‘j‘
¢ No training s No trainin ¢ Trainin
¢ No use of e.xnmp|e.5. " Exng[.f_E in the Prom,_a‘t o Exampie.s n the tm?ning
- Generalist LLM =» Prompted specialist LLM = Specialist LLM
P * For immediate use * EGSL{( £ implement 1 * Very l«?gl« per{:ormance on spe.ci{:tc domain
ros BN B a———— * Fleaible Stable and reusabl
ata require o1 T ¢ Stable and reusable
W\PTOUES GCCHYGC({ W ou rannmg
Cons * Less accurate on ¢ Needs well-chosen examples o Costly (time + data)
specialized tasks ¢ Limited by context window size * Not 'FTe.xIUe., requires update
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What todowithaLLM?

How to use a model ?

Few-shot |enrn’.n3

¢ No trainin
L Examp[f.& in the Prompt

== Promp‘ted specialis‘t LM

* Easy to implement w
PI"DS ¢ Flexible
* Improves accuracy without ‘traﬁni‘ng
Co ns o Needs well-chosen examples
¢ Limited by context window size
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Methods & Performance

= Based on Devstral Small from Mistral
m agentic LLM for software engineering tasks
m 24B parameters
m 128k context window
m Apache 2.0 license
s 4-bit quantization

= 5-shotlearning with custom CoT
m b descriptive use cases

s Fastinference model
s Modelloading time ~2min
s total time to solve the problem ~45sec
= 2 GPU NVIDIA A100 (40GB RAM)
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Demo1-Targeted job

"rol U
"content": Trouve moi ol vient le probléme e
ent 0

t respon
ileeeeeol,

pri
e appel a l'outil

A 1'inve
pour 1

qui prend en a 'éviter que leurs recuperer
t la r chaque job, j'utilis : entré
e donc en ar
3.951452', 'MAX OLCREAT')1",

content": "L
. Ici, MAX_@1CREAT g
importante car une tro entation importante
étre hi Il faut maintenant qu mpt 2 X X . X .
chaque r e pr r je fa *J'al récupér - concerné, j 1ant pre
_count une durée en 0 rer le mail a leur yer. Il doit contenir i g i0 job, la cau e l'alerte, que|
_count{ 1'utilisat r i nous contacter pour toute a

'@2MKDIR': 1@, '©7RMDI 11, '11CLOSE':

7 effectue un nombr

(I0) sur notre|
notre infr

pparition
o uniquement au ©1C
cibler un ou plu r rat
et _jobs count by type a r

nous vous
ribution

e création et
aux

pourr

nt vous
7, 'iloee6e1e’ :

1'alerte et
O1CREAT. Récupéro rt

r il, il n'y
Pour cela, j'utilise il “ge en a
le seuil. Ici, je p

\"MAX_O1CREAT\"}"

u aucun qui

a 1 utilisateu : ['eee7'].
action d'un m our chaque utili

teur du comport nt dang

Kraken Storage Agent

30/09/2025 n



Demo1-Targeted job

Thinking and tools call Final results
User: | received an alert related to Lustre changelogs. Assistant: Preparing emailto be send to the user.
Please determine what the problem is and how to fix it. The email should contain information about the
Assistant: Need to review previous alerts to retrieve the details. user's job, the cause of the alert, ways to optimize
Tool: get_last_alerts({'seconds’: 18}) resource utilization, and instructions on how to

-> [('1756752084.6040907", '[MAX_O1CREAT]")] contactus for further assistance

Assistant: Need to get the precise number of OICREAT. Below is the message for user 0007: []

Tool: get_types count({'seconds': 10})

-> {'@1CREAT': 134, '©2MKDIR': 10, '11CLOSE': 26} ]
Summary of actions taken:

Assistant: Need to tCIrget the jObS responsible of OICREAT. To resolve the Olertl | proceeded as follows:

Tool: get_jobs count_by type({'seconds': 10, 'event type': 'O1CREAT'}) 1 Retrieve the alert and any existing alerts:

-> {'ilee0000l': 9, 'il10000007': 111, 'il0000008': 14} .
There is only one alert, MAX_OICREAT.

Assistant: Need to retrieve the threshold for the O1CREAT operation. 2. Identify thejob(s) responsible for the alert:
Tool: get_job t_by_t "th hold "t 'MAX_@1CREAT' . . . .
- 5@ge ~Jobs_count_by _type({ threshold_nane - 2 One job is responsible:i10000007.

3. Identify the user(s) linked to the jobs:
Assistant: Some jobs exceeded the threshold. Need to retrieve the ID of each One user is linked to the job: [0007].
user for each job. . .
Tool: get_user by jobs({'jobs': ['i10000007']}) 4. Sendan emailtothe L.Jser to yvgrn him about
-> {'i10000007': '0007'} the dangerous behavior of his job.
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Demo 2 - Targeted user

Thinking and tools call

User: | received an alert related to Lustre changelogs.
Please determine what the problem is and how to fix it.

Assistant: Need to review previous alerts to retrieve the details.
Tool: get_last_alerts({'seconds': 10})
-> [('1750752100.0', '[MAX_02MKDIR]')]

Assistant: Need to get the precise number of 02MKDIR.
Tool: get_types count({'seconds': 10})
-> {"@1CREAT': 11, '@2MKDIR': 112, '@7RMDIR': 4}

Assistant: Need to target the jobs responsible of 02MKDIR.

Tool: get_jobs count_by type({'seconds': 10, 'event type': '©2MKDIR'})

-> {'i10000056': 35, 'il0000083': 46, 'ilE000072': 31}

Assistant: Need to retrieve the threshold for the 02MKDIR operation.
Tool: get_jobs count_by type({'threshold name': 'MAX O02MKDIR'})
-> 50

Assistant: No job exceeds the threshold. Try to target some users.

Tool: get_user_by jobs({'jobs': ['il0000056', 'i10000083"', 'i10000072"']})

-> {'110000056': '0041', 'i10000083': '0045', 'il0000072': '0045'}

Kraken Storage Agent

Final results

Assistant: Auseris targeted because the sum of
the operations of these jobsis greater than the
threshold. Preparing emails to be send to the
users. Each email should containinformation
about the user's job, the cause of the alert, ways to
optimize resource utilization, and instructions on
how to contact us for further assistance.

Below is the message for user 0045:]...]

Summary of actions taken:

To resolve the alert, | proceeded as follows:

. Retrievethealert and any existing alerts:
There is only one alert, MAX _02MKDIR.

2. Identify the job(s) responsible for the alert:
No responsible job.

3. Identify the user(s) linked to the jobs:
One user is linked to the jobs: [0045].

4. Sendan emailto the user to warn him about
the dangerous behavior of their jobs.
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Demo 3 - Quarantined jobs

Thinking and tools call

User: | received an alertrelated to Lustre changelogs.
Please determine what the problemis and how to fixit.

Assistant: Need to review previous alerts to retrieve the details.
Tool:get_last_alerts({'seconds': 10})
-> [('1750752010.685263 ', '[MAX_O1CREAT]')]

Assistant: Need to get the precise number of O1CREAT.
Tool:get_types_count({'seconds': 10})
-> {'Q1CREAT': 50}

Assistant: Need to target the jobs responsible of OICREAT.
Tool:get_jobs_count_by type({'seconds': 10, 'event_type': '©1CREAT'})
-> {'il00000100': 15, 'ileeeee9l': 21, 'ilee0V92': 9, 'ileLee93': 5}

Assistant: Need to retrieve the threshold for the OICREAT operation.
Tool:get_jobs_count_by type({'threshold_name': 'MAX_©1CREAT'})
-> 50

Assistant: Need to retrieve the ID of each user for each job.
Tool:get_user_by jobs({'jobs': ['i10000001', 'i10000007']})

-> {'1100000100': '0010', 'i10000091': '0001', 'il0000092': '©002', 'il0000093':

'0003 "}

Assistant: Impossible to target a user. Jobs must be quarantined until the alert is
resolved.
Tool:ban_jobs_by id({'jobs': ['i10000091']})
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Final results

Assistant: The jobs have been successfully
quarantined.

Summary of actions taken:

To resolve the alert, | proceeded as follows:

1. Retrievethe alert and any existing alerts:
There is only one alert: MAX_OICREAT.

2. Identify the job(s) responsible for the alert:
No responsible job.

3. Identify the user(s) linked to the jobs:
No users are linked to the jobs.

4. Quarantine job(s) responsible for operations
until they fall below the threshold:
One job has been quarantined:i10000091.
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How to improve our agent

= Fine-tuning the model for improved performance
= Low-Rank Adaptation (LoRA) training
m Unsloth framework

m Diversifying scenarios to enhance robustness
m Expanding tool-calling with additional integrations

m Leveraging real-world data for validation and scalability

Kraken Storage Agent

30/09/2025



Beyond Lustre changelogs

Dick failure

Load imbalance

File

Tste.m

overload

I/O bottleneck
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Kraken
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Conclusion

= Our storage agentis able to mitigate Lustre system overusageissues
m specializedtool-calling agent
s few-shotlearningusing 5 examplesinthe prompt
m Simplescenarios can be resolved under a minute

s Improvements can be made
s fine-tuning with new scenarios
m use of real data
m improve the tool API

m Our storage agentis part of Kraken, our agentic Al that aims to help managing the entire HPC
computing center

m 0 main agentwilldecompose and distribute the tasks to be solved
m ONne or more specidlized agent per computing center component
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Questions?
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