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1. CEA activities

HPC compute center at CEA
HPC ecosystem : Ocean
Lustre at CEA

Lustre HSM

From 2.12 to 2.15
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HPC compute centers at CEA

~
=4 ° European Research * Industrial
* Joliot-Curie (22 PFlops) partner : EDF,
* Exascale machine IFP, Ineris,
Alice Recoque ONERA,
-> 2027 Safran...
* Topaze (8.8

PFlops) )

* Defense partne: * Exa-HF (23
(2 PFlops) Military compute centers PFlops)
Y P * Exa-HE (91
PFlops)
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HPC ecosystem : Ocean

* HPC Linux distribution for storage, admin and compute clusters

* Ocean-core / stack :
* Sharing common administration components

* Supporting heterogeneous hardware with different software stacks.

* Ocean provides 154 packages :

* Ocean-stack tools + =

* CEA software ol

* Up-to-date distribution packages Ocean-Core Ocean-Stack

* Patched distribution packages Slofage Sack Blushdnts
Admin tools Documentation

Missing dependency and various tools T—

software

01/10/2025
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Shared practices

Shared admin tools

Host vendor HW/SW




HPC ecosystem : Ocean 4T 7 )

& EPEL
* Based on core Linux distribution E. Updates
* 3.X - Almalinux 8.8 / 8.10 g L Dt
| \_ & inux Distro [
* 4.X - Almalinux 9.4

* Extra repositories = EPEL snapshot + external repository (MOFED)

* Packages are built against this distribution and provided as specific
repository —» generate an Ocean release

* When Ocean is released, package updates are provided in a dedicated
repository (ocean-updates)

* Ocean Forge —» Ongoing work to migration CI/CD plateform to an open

forge — https://ocean.eupex.eu
rocedan
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Overall architecture

* Infiniband and ROCE Mofed 5.4 /5.8

‘ Campus cusber ‘ CX6 100Gbs —» DOCA / 200Gb/s (400Gb/s)
'\’ I j BXVInfiniBand * Scratch : workspace for temporary data
T— * designed for throughput and performance
/' / f \\\ RocE/nfiniBana © PUrge policy
* Work : permanent workspace (no purge)

‘ Scratch H Work H Store ‘
I * Metrics

* 168PB (Exa FS + tape)

. Ti o .
ol 50M - 400M inodes

* 1,2TB/s IOR Lustre FS (Exa)
* 2,8PB weekly production (Exa)
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S3 over Lustre

* S3 Object store :

* Keycloak OpenlID authentication = \ ! / warning over specific plugin / need
aka. Console Ul + Console Ul authentication — Aistore product.

* MinlO architecture - erasure coding =» 75 % usable space
* Disk tier = directory on top of Lustre filesystem.
* Lustre MDTs using DNEv1 — dedicated MDT

)
[
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The store filesystem

Lustre

. Store : long term storage
 final results
- » designed for data capacity
@ o « 150+ PB tape storage HPSS and Phobos
« LTO8 » LTO10
* Archives from SSD/HDD to HDD on
Phobos
@ HSM » Later migrated to tapes
Codes can select the target tier (wrapper of
Ifs setstripe)
; : Default striping to NVMe
HOO Migration policies from NVMe to HDD and
X ) then to tapes (Robinhood)

S5D Pools ‘

‘ HOD Pools ‘

Phobos

(dIM) + uoisian pooyuigoy

uoneneAs alnajl paseq-1y Ulim ps)

Tapes

g 01/10/2025 13




Pool migrations

* Data migration between NVMe and HDD is performed by a pool of
workers

Load balancing/HA

AN

REST HTTP

Compute server

codes

Worker
nodes

I l Wrapper of Ifs migrate

REST HTTP
server

Robinhood Lustre

01/10/2025 14
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Lustre HSM

* Manage an external copy of the data to an external storage system

$ Ifs hsm_archive file
$ Ifs hsm_release file
$ Ifs hsm_restore file
$ Ifs hsm_remove file

* Automatic data restoration by the client when an application does a read
syscall on a released file

* HSM requests are managed by userspace copytools

01/10/2025
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Long-term storage

Phobos : Parallel Heterogeneous Object Store

* Distributed storage system, capable of managing various storage
backends (disk, tapes, object stores...)

* Capable of managing tape libraries (currently moving from HPSS to
Phobos)

* Tape storage based on LTFS (ISO/IEC 20919:2016)
* Specific optimizations for tape I/Os and mount scheduling
* Open-source (LGPL v2.1)

e
* https://github.com/phobos-storage/ KP h O b O S

01/10/2025
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Lustre HSM

* Coordinatool

* https://github.com/cea-hpc/coordinatool

» External coodinator

* Takes all the HSM requests from the MDT’s
kernel coordinator

* Schedules them to the best Phobos node
depending on tape position and copytool load

* Phobos

PN obos

gormen * https://github.com/phobos-storage/phobos

il * https://github.com/phobos-storage/lustre-hsm-
phobos
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From 2.12 to 2.15

Exa : migrating Lustre 2.12.9.0cean +50PB filesystem to Lustre
2.15.6.0cean

* File corruption with small read (LU-17482)
* Memory corruption in FIEMAP ioctl (LU-17013, LU-17110, LU-16480)

* HSM bugs (LU-17634)
DNE v3

* Max inherit to 3 so that each product’s content is on the same MDT

01/10/2025
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From 2.12 to 2.15

* Same time moving from Infiniband to ROCE V2 network :
* Long network timeout when node is down (LU-17480)
* Patch in the MOFED drivers to reduce timeout

* Patch pushed upstream to configure the timeout

I L2 Packet Maximum Transmission Unit I

22 hytes 20 bytes 3 hytes 12 bytes M bytes 4 hytes 4 hytes

I 1 f 1
Ethertype indicates that Base Tra nsport Header RoCE 32 bit end—tn-— -Hop—bv—
packet (i.e. next header) is g:;:rgf: trﬁﬂp-?':*rtut:pe, ete. | end ECS. Offers Ethernet
IP (Routable RoCE) ueue Pair: QP receiving en ; hop CRC
Packet Seq Mum: reliable transport pmt:—:;:tmn beyond
ip.protocol_number L2 partition key: pkey = VLAN ID Ethernet FCS
indicates the packet is UDP etc.

UDP destination port
number indicates next
header is IB.BTH
Port 4791 specifies RoCE

@ 01/10/2025




From 2.12 to 2.15

* TGCC : hardware EOS - moving from ClusterStore to NVX400X2/3

* Migrating user data —» MPIfileutils :
* dwalk / dsync / dcmp
* Initialy with no hardlink support
* Migration of all files with nlinks =1

* Use robinhood to get all the FIDs with nlinks > 1
* Fid2path to get all the paths

* Final rsync to create missing hardlinks due to trusted.links
limitations

* Softlink where not updated in target if they already exist
* Remove softlink before migration

* Both issues fixed now

01/10/2025
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Lustre in Ocean

* Lustre is packaged in Ocean :
https://ocean.eupex.eu/download/3.8/ocean-updates/SRPMS/lustre-2.15.6-3.8.0cean3.src.rpm

* Old 2.12.9 + 150 patches
* Current 2.15.6 + 122 patches (some already in 2.15.7)

* All bug fixes and improvements are pushed on the master branch

* Patches are also backported to the 2.15 LTS branch

* They are only merged into the ocean version once Whamcloud tests succeed

g 01/10/2025 23
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What's next ?

Phobos - Exa / TGCC - full production Q4 2025/ Q1 2026
Rhel9.4 clients : Rhel8.10 servers : DOCA

Lustre
* Security features : audit, kerberos and encryption

* Work on HSM
* Fix HSM cancel
* Improve retry and restore

Renewal of CCRT and Exa supercomputer by 2027

Copy of a store filesystem

* Need extra care to manage the HSM state of all the files

01/10/2025
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What's next ?

* Alice Recoque exaflopic supercomputer at TGCC

1 Exaflop/s

Data-centric approach

+200PB storage system ; +30PB flash

+ 3TB/s — Al friendly

High-Performance Backbone Network - ROCEV2 400Gb/s

https://ec.europa.eu/info/funding-tenders/opportunities/portal/screen/
opportunities/tender-details/863893f6-5064-48db-8d96-5e3f30e7ba56-

CN

01/10/2025
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Thank you

Questions ?
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